* Loss Function
* Gradient descent vs momentum vs nestrov vs adam
* Backprop
* Layer norm vs batch norm
* Activation Functions:
* Regularization
* Forward pass

**Batch Normalization (BN):**

Address the internal covariance shift. It normalizes the activation by subtracting mean and variance,

1. Fixes slow and unstable training
2. Interdependence between distribution
3. Normalization is done before the activation function
4. Layer smoothness

Implementation

Training phase :

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAY8AAAAuCAYAAADQrZUYAAAKpGlDQ1BJQ0MgUHJvZmlsZQAASImVlwdUU9kWhs+96Y0Weg29SW8BpIQeQHoXlZAECCXEQGh2ZXAEx4KKCCqCDkUUHJUio6iIYmFQrFgHZBBQxsGCqKjMBR5hZt56762319rrfNnZ5z9739yz1g4AFCmWQJAKSwGQxs8Uhni70aKiY2i4YYAGJEAGGsCBxc4QMIKC/AFi8+vf7cN9AM2sd0xmtP79+/9q0hxuBhsAKAjheE4GOw3h04iPsQXCTABQh5C4dnamYIY7EZYVIgUi3DfDiXM8NsPxs4wGszlhIe4IywKAJ7NYwkQAyDQkTstiJyI6ZFeEzfkcHh9hAcLOaWnpHIRPIGyA5CAx8ow+Pf4vOol/04wXa7JYiWKe62XW8B68DEEqK/f/fBz/29JSRfNn6CFOThL6hMz0jDyzvpR0PzHz4wMC55nHmc2f5SSRT/g8szPcY+aZw/LwE+9NDfCf5wSeF1Osk8kMm2duhmfoPAvTQ8RnJQjdGfPMEi6cK0oJF8eTuEyxfl5SWOQ8Z/EiAuY5IyXUbyHHXRwXikLE9XP53m4L53qJe0/L+Eu/PKZ4b2ZSmI+4d9ZC/Vw+Y0EzI0pcG4fr4bmQEy7OF2S6ic8SpAaJ87mp3uJ4RlaoeG8m8kIu7A0SP8Nklm/QPAMfEARowBNYAjsgQsgbWGdyczJnGnFPF+QKeYlJmTQGcsO4NCafbbqIZmluaQXAzH2dex3e9c3eQ0gevxDL3gbA4qVI8MBCLDodgJPI7yWzcyGm+xC5ihEAtH9ji4RZc7HZu4QBRCCJVKgE1IE2MAAmSH22wBG4IpX6gkAQBqLBcsAGSSANCEE2WA02gAJQBHaAPaAMVIDDoBYcBydBCzgLLoIr4Aa4Be6Bx6AfDIFXYBx8AFMQBOEgCkSFlCANSBcyhiwhOuQMeUL+UAgUDcVBiRAfEkGroU1QEVQMlUGVUB30E3QGughdg3qhh9AANAq9hT7DKJgMy8JqsB5sBtNhBuwHh8HL4ER4JZwH58Pb4FK4Cj4GN8MX4RvwPbgffgVPoACKhJJHaaJMUHSUOyoQFYNKQAlRa1GFqBJUFaoB1YbqQt1B9aPGUJ/QWDQVTUOboB3RPuhwNBu9Er0WvRVdhq5FN6M70XfQA+hx9DcMBaOKMcY4YJiYKEwiJhtTgCnBVGOaMJcx9zBDmA9YLFYeq4+1w/pgo7HJ2FXYrdgD2EbsBWwvdhA7gcPhlHDGOCdcII6Fy8QV4PbhjuHO427jhnAf8SS8Bt4S74WPwfPxG/El+KP4dvxt/DB+iiBF0CU4EAIJHEIuYTvhCKGNcJMwRJgiShP1iU7EMGIycQOxlNhAvEx8QnxHIpG0SPakYBKPtJ5USjpBukoaIH0iy5CNyO7kWLKIvI1cQ75Afkh+R6FQ9CiulBhKJmUbpY5yifKM8lGCKmEqwZTgSKyTKJdolrgt8VqSIKkryZBcLpknWSJ5SvKm5JgUQUpPyl2KJbVWqlzqjNQDqQlpqrSFdKB0mvRW6aPS16RHZHAyejKeMhyZfJnDMpdkBqkoqjbVncqmbqIeoV6mDsliZfVlmbLJskWyx2V7ZMflZOSs5SLkcuTK5c7J9cuj5PXkmfKp8tvlT8rfl/+soKbAUOAqbFFoULitMKmoouiqyFUsVGxUvKf4WYmm5KmUorRTqUXpqTJa2Ug5WDlb+aDyZeUxFVkVRxW2SqHKSZVHqrCqkWqI6irVw6rdqhNq6mreagK1fWqX1MbU5dVd1ZPVd6u3q49qUDWcNXgauzXOa7ykydEYtFRaKa2TNq6pqumjKdKs1OzRnNLS1wrX2qjVqPVUm6hN107Q3q3doT2uo6GzRGe1Tr3OI12CLl03SXevbpfupJ6+XqTeZr0WvRF9RX2mfp5+vf4TA4qBi8FKgyqDu4ZYQ7phiuEBw1tGsJGNUZJRudFNY9jY1phnfMC4dxFmkf0i/qKqRQ9MyCYMkyyTepMBU3lTf9ONpi2mr810zGLMdpp1mX0ztzFPNT9i/thCxsLXYqNFm8VbSyNLtmW55V0ripWX1TqrVqs31sbWXOuD1n02VJslNpttOmy+2trZCm0bbEftdOzi7PbbPaDL0oPoW+lX7TH2bvbr7M/af3Kwdch0OOnwh6OJY4rjUceRxfqLuYuPLB500nJiOVU69TvTnOOcDzn3u2i6sFyqXJ67artyXKtdhxmGjGTGMcZrN3M3oVuT26S7g/sa9wseKA9vj0KPHk8Zz3DPMs9nXlpeiV71XuPeNt6rvC/4YHz8fHb6PGCqMdnMOua4r53vGt9OP7JfqF+Z33N/I3+hf9sSeInvkl1LngToBvADWgJBIDNwV+DTIP2glUE/B2ODg4LLg1+EWISsDukKpYauCD0a+iHMLWx72ONwg3BReEeEZERsRF3EZKRHZHFkf5RZ1JqoG9HK0bzo1hhcTERMdczEUs+le5YOxdrEFsTeX6a/LGfZteXKy1OXn1shuYK14lQcJi4y7mjcF1Ygq4o1Ec+M3x8/znZn72W/4rhydnNGuU7cYu5wglNCccJIolPirsTRJJekkqQxnjuvjPcm2Se5InkyJTClJmU6NTK1MQ2fFpd2hi/DT+F3pqun56T3CowFBYL+lQ4r96wcF/oJqzOgjGUZrZmyyGDULTIQfScayHLOKs/6mB2RfSpHOoef051rlLsldzjPK+/HVehV7FUdqzVXb1g9sIaxpnIttDZ+bcc67XX564bWe6+v3UDckLLhl43mG4s3vt8UuaktXy1/ff7gd97f1RdIFAgLHmx23FzxPfp73vc9W6y27NvyrZBTeL3IvKik6MtW9tbrP1j8UPrD9LaEbT3bbbcf3IHdwd9xf6fLztpi6eK84sFdS3Y176btLtz9fs+KPddKrEsq9hL3ivb2l/qXtu7T2bdj35eypLJ75W7ljftV92/ZP3mAc+D2QdeDDRVqFUUVnw/xDvVVelc2V+lVlRzGHs46/OJIxJGuH+k/1lUrVxdVf63h1/TXhtR21tnV1R1VPbq9Hq4X1Y8eiz1267jH8dYGk4bKRvnGohPghOjEy5/ifrp/0u9kxyn6qYbTuqf3N1GbCpuh5tzm8Zaklv7W6NbeM75nOtoc25p+Nv255qzm2fJzcue2txPb89unz+edn7gguDB2MfHiYMeKjseXoi7d7Qzu7Lnsd/nqFa8rl7oYXeevOl09e83h2pnr9OstN2xvNHfbdDf9YvNLU49tT/NNu5utt+xvtfUu7m2/7XL74h2PO1fuMu/euBdwr/d++P2+B7EP+vs4fSMPUx++eZT1aOrx+ieYJ4VPpZ6WPFN9VvWr4a+N/bb95wY8Brqfhz5/PMgefPVbxm9fhvJfUF6UDGsM141Yjpwd9Rq99XLpy6FXgldTYwW/S/++/7XB69N/uP7RPR41PvRG+Gb67dZ3Su9q3lu/75gImnj2Ie3D1GThR6WPtZ/on7o+R34ensr+gvtS+tXwa9s3v29PptOmpwUsIWt2FEAhDickAPC2BgBKNADUWwAQl87N07MGzf0HmCXwn3hu5p41WwBqXAEIR3xmzKv81zgrhXwOQjzMFcBWVmKfn31n5/QZ05JAJGbmfvBreu168A+bm+H/Uvc/VyBW/dv6J6mZAmvScJ5PAAAAOGVYSWZNTQAqAAAACAABh2kABAAAAAEAAAAaAAAAAAACoAIABAAAAAEAAAGPoAMABAAAAAEAAAAuAAAAAI2Bgo4AAAnPSURBVHgB7Z09suU0EIWHYRYAbwcMIURQrADYAbAEZgdQrICCHcAOKMgIgZCIgh1ASAgTkoG+x+0aPZVst2TJP/LpKpVtXf2e7tMtyffd9+iRxIPAe6HQryG95SmsMkJACNwjIN4MbAiPB55bi6k9DY18EtJfISlwtEBUbVwBAfHmClrWHN0I/BtKKoC44VJBIXCPgHgzqCFo5zGoYjUtISAEhEBPBBQ8eqKrtoWAEBACgyKg4DGoYjUtISAEhEBPBBQ8eqKrtoWAEBACgyKg4DGoYjUtISAEhEBPBBQ8+qD7d2iWb5mQuC9JVi935XvzvYSvJMfyQXj4+JbxRfyB7g+LgOkMfX112FHOD+yM3ElnNCKXRrCtVE+bPePMvV/Vxema8/+hcoRPQz3a+bZBW0tDwNhfmSnEZykhZorrox0QwF5iHWE3Rwj6JbwBtrNxhzHHMiKXjmpbMe6HvocEJSt/goYFEFvB104Q581KkvZQZEuxtpfapP+5ALNUX5/3RYCFDb+CYILN1S5crI0W11Le0OdZuJPiMyqXXLbF5OPVSwpO7rm0fK6No+aBB6s3W/1DTp49OxDqxlvwFk6frWPr4wicDO3GQh5zjsW2rXHele7Pxg3sdK+dxxreYFNbc6dGtznbPzuXvL48a1upw8gBlOYBfGuHlvZx1md2Krb7+L3RJFAcmC+J7VTo144wTOmMyVap5MWBDQIg1Iv7ocyV9XwmbqC3VH8h61SyJXfmdOvlEeCenUseX561LaLO1LEM+XM/DHj1VSmGMyUYlAWQLZ0vziPdUTBGxsOOyAIDRwR2H27vhUBhweWWdX85wjFIPJ6t7qe4QT54olewyeG9Bzdwhp7dcSh2aNmCO1O6NWC8PKL8CFxastesbeWcBU4EcDFEHOCcQebqhyqSgADYWADJOZjWIJne0nbZVaR6zBk8pLUdiLVBgJlboVm5Ea852wYjcDYBH7BNcePzXH3ye4jxlbbj8fXoa4s2e3NnTjclPAKLUbg0hUnWtpaiDcCkToe8WCDTFo4x7vMs9ziW1u8/5uaec2C2AEh1xKo5dTJ25BG3Q310fDWZ4gYYpYspsCQ/la24wQlBfHoA2c8uPbkzpVvDLLZ/y5viEZ+PwqWcvU7aFhEzdSAGll2XggeNX3VlahjNXTFUMCRNRfa5+ms+Q7cEr5wzYVykWCABxIltgue0XFxn1PspboBn6lwgHfpNZQtuoCuzL7uOEux7cWdKt6n+7HmOR5QZhUupvc7aFkRYEgwyXWmldTztpHXiZ4IPA48FBS/1G5c/8j1OeWtis3JjNUzfU+IJ+p4yU+2fOb/EprHVqYVBSTs5vAhU6NHsx65r2831dcS8Htwpwc7DI3Dz8MRTprUO6LPEty5i89JthBjl6wujxVjfDum3mXKUsTZnik1+RH3G8cethG1ZXw3Pz295uQuGdZf7IJNH259m8rfKAmtb0b8f7n/s3DEODWzQ3ZSwYgKXKd0SvBnzdyFdTTzcABPwoewUR9ZwA+LzD8mwW3SJvaPXL0NaK1fmjle3YOzhEeWOyqVS3+qyV4x+arUEGCY0hhOZE6IVDr9GiIpptEMRKHgkAW+wJK3By4MJjgH8PDphZZsrR156PBOyLiFebgAGHJrDqVbXtInjigWueDgb1xnhviV3SnRbwiNwPhqXanyry14JCB5D9AQPr6PKGTLns+l2DqWRthZz7p5rzdgwLms7nXNNe7k6vN/AACBJLARkiQ8BLzew3bnAQW+13ECH6aINHaYBhT72FrNpz7V2rK2449XtXjzC4aNjT1qyvRrf6rJXVpYUXBIMIjXitA6GXisEsNSxMa40r7b9o9UjaIBpj/lheLTNNZXcS/O0jJ7/R8DDDYi7RF5aq+EGgT9XjwXVKC/DwaZUWnDHo9tReFTjW3N290BPT8LT85DuHuTu80Bgis/cUS7k4Z0An3Emz1hzApm8c9j7nYeNn7lxZt36PQLtslp5FlL6PgUcJX4ElriBc+FdRKxDAsnX/i5mS6JL7DWVj0LGa2lm5fNVubOk25F4tMa3LpoVkQlnPSdTK1mrY2Dbc8nVInzs3FhZWfTzrOxK+tu7LCunHsdV6BDMcqtSsGUnh54kfgSmuAGeOF5s1xK7SPJSWcMN44C1id302K1a+0e/tuTOlG5H4lGNb3XZ65ObpXwTrnQSr6D4CBA/C8kcDk6J1Szl411CeLyvX+sQ+dYR7dEXbSOfh0T/BI7c6itkn1I4NgLPuW8/1U4M/MGMhK643oVEfzg7cBwJyzCd7oI95rjxU8g3+4wHkdt1UL+WG++GutgMekOP8CLlXsi6hLTmzpRuR+JRjW8tsleMsta4zWo5KoFMNZI7k6tp5+h1WDGy+q/F6ejzG3F8e3NjRExr5tSDOy10WzOXLevU+NZiX15cIUJgrRI4EqONkYWVP0cQo89zRB3uyY0R8SydU0/urNFt6Tz2KF/qW6t8OZVy57WeCVOvdjXNFik91/X0eaYyYMscmavkfAjsxY3zIdV+xL25s0a37WfbtsUa31rty+ms9GUc7yRYGdQK/XE+P7JwVNXqpf/oWB3VDvbgxlGx2HJcW3CnRrdbYlDbV6lvXevLi49ViNwjCsDzgg5A7cUo97wbKgmWbItbOXz6r90dhqqSlQiU2npp+ZXDO0T1VrxhMlty54q6Sg1GGKSIVDwDIqsRO2vFaZtADozaIzh6b9m59ghetLX0dem5NvSZEOiNQCveME5xp7e21H4XBAgQCEGDbXMs7EY830yjHN90KBUChZGQ/gk+BA3S6O+GwhQlJ0agBW+YvrhzAiN4coIx7jFE+3sX/hbD7m0c74SbX+xh4squxY6qcPqtJPc3BK3aVjtCYC0CxpVa3tC/uLNWCxvVX/Pz6RsNcdduWOl/GFL8Mx8Eg/hn43MDZOW09BP3uXpLefwk9/OlQvpcCOyMQC1vGLa4s7Py1P16BDg6SncNbMvtKIoVkkQICIGHCIg3D/EY9unxsDNbPzGCQ/ozEPE/b4IkEiEgBB4iIN48xGPYp5eHndn6ifGbQj+HZDsNWvwzpDdD4qX29yH9E5JECAiBFwiINy+w0J0Q6I4Ax2Hx14G7d6gOhMAgCIg7gyhS0xACQkAICAEhIASEgBAQAkJACAiBIyLAcZXnjw6POHaNSQjsiYC4syf66ntXBOw9h/7Hx65qUOcnREDcOaHSNOS2CPCV3/gbXW1bV2tCYFwExJ0ddau/89gR/FvXz8JVv5S7vx40gvMhIO6cT2cacUME7MjKtuENm1ZTQmBoBMSdHdWrPxLcEfxb12+E611I/H6WfjX3BoouQsCBgLjjAKlXkf8AiiSUaIJoqEIAAAAASUVORK5CYII=)

![](data:image/png;base64,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)

→ The BN layer first determines the mean 𝜇 and the variance σ² of the activation values across the batch,

→ normalize the vector

→ linear transformation using gamma and beta (scale and shift)

→ these are trained using the exponential moving average

**Layer Normalization (LN):**

Layer normalization operates on a single training example but normalizes across the features of that example. It normalizes the activations of a layer by subtracting the mean and dividing by the standard deviation computed across the features.

LN does not depend on batch size, making it suitable for tasks with varying batch sizes or for models that don't use batches, such as RNNs.

LN does not introduce additional parameters to learn; the normalization is applied directly.

LN is often used in RNNs, as it helps in stabilizing the training process by reducing the impact of vanishing or exploding gradients.

The choice between BN and LN depends on the specific problem, network architecture, and requirements. BN is commonly used in feedforward neural networks, especially deep convolutional neural networks (CNNs). LN, on the other hand, is often preferred in RNNs or when batch sizes are small or inconsistent.

It's worth noting that there are also other normalization techniques available, such as instance normalization, group normalization, and adaptive normalization, each with its own characteristics and use cases.

**Loss Function**

Binary Cross-Entropy Loss: This loss function is commonly used in binary classification problems. It measures the dissimilarity between predicted probabilities and true binary labels. It is based on the concept of information entropy and is effective when dealing with imbalanced datasets.

Intuition behind Cross-Entropy Loss:

The intuition behind using cross-entropy loss for classification is to encourage the model to assign high probabilities to the correct classes. If the predicted probabilities are close to one for the correct class and close to zero for the other classes, the loss will be low. However, if the predicted probabilities deviate from the true class labels, the loss will increase.

The logarithm is used in the loss calculation because it amplifies the error when the predicted probability is far from the true label. Taking the logarithm of a value close to one yields a small negative number, while taking the logarithm of a value close to zero yields a large negative number. By using logarithms, the loss function penalizes larger deviations from the true class label more severely.

**Activation Function**

**Sigmoid Function:** The sigmoid function maps the input to a range between 0 and 1. It is given by the formula: *f(x) = 1 / (1 + e^(-x)).* Sigmoid functions were popular in the past but are now less commonly used in hidden layers due to the vanishing gradient problem.

**Tanh (Hyperbolic Tangent) Function**: The hyperbolic tangent function maps the input to a range between -1 and 1. It is given by the formula: *f(x) = (e^x - e^(-x)) / (e^x + e^(-x))*. Like the sigmoid function, the tanh function can suffer from the vanishing gradient problem.

**Rectified Linear Unit (ReLU)** Function: The ReLU function returns 0 for negative inputs and the input value for non-negative inputs. It is given by the formula: f(x) = max(0, x). ReLU is widely used in deep learning due to its simplicity and effectiveness in addressing the vanishing gradient problem.

Leaky ReLU Function: The leaky ReLU function is an extension of the ReLU function that allows a small, non-zero gradient for negative inputs. It is given by the formula: f(x) = max(αx, x), where α is a small constant. Leaky ReLU helps mitigate the "dying ReLU" problem where neurons can become stuck in a state of zero gradient.

Parametric ReLU (PReLU) Function: PReLU is similar to leaky ReLU, but the α parameter is learned during training rather than being fixed. This allows the network to adaptively determine the best value for α.

Exponential Linear Unit (ELU) Function: The ELU function smoothly handles negative inputs and has an exponential curve for positive inputs. It is given by the formula: f(x) = x if x > 0, and f(x) = α \* (e^x - 1) if x <= 0, where α is a small constant.

Swish Function: The swish function applies a sigmoid-like transformation to the input. It is given by the formula: f(x) = x / (1 + e^(-βx)), where β is a parameter that controls the slope of the function. Swish has been shown to be an effective activation function in some cases.

**Softmax Function:** The softmax function is commonly used in the output layer of classification problems. It takes a vector of real numbers as input and converts them into a probability distribution over multiple classes. The output values are in the range [0, 1], and their sum is equal to 1.

def softmax(x):

e\_x = np.exp(x) # Subtracting the maximum value for numerical stability

return e\_x / np.sum(e\_x, axis=0)

# Example usage

x = np.array([1, 2, 3])

output = softmax(x)

**Optimization Algorithms:**

Stochastic Gradient Descent (SGD): SGD is the most basic and widely used optimization algorithm. It updates the model's parameters by computing the gradient of the loss function with respect to the parameters on a small random subset of the training data at each iteration.

Momentum: Momentum builds upon SGD by introducing a momentum term that accumulates gradients over time. It helps accelerate convergence and navigate shallow local minima in the loss landscape.

AdaGrad: AdaGrad adapts the learning rate of each parameter based on the historical gradients. It scales down the learning rate for frequently updated parameters and scales up the learning rate for infrequently updated parameters. This algorithm is particularly useful for sparse datasets.

RMSprop: RMSprop is an extension of AdaGrad that addresses its diminishing learning rate problem. It divides the learning rate by an exponentially decaying average of the squared gradients.

Adam: Adam combines the ideas of momentum and RMSprop. It maintains exponentially decaying averages of both the gradients and their squared values. Adam is widely used in practice due to its efficiency and good performance across different types of neural networks.

Adadelta: Adadelta is similar to RMSprop but uses a more advanced update rule that dynamically adapts the learning rate based on a moving window of the recent gradient updates.

Adamax: Adamax is a variant of Adam that uses the infinity norm (maximum) of the gradients instead of their L2 norm. It is less sensitive to the scale of the gradients and can be useful when dealing with sparse gradients.

Nadam: Nadam combines the Nesterov accelerated gradient (NAG) and Adam algorithms. It incorporates the NAG technique, which allows the optimization algorithm to look ahead of the current parameter update.